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The Gutzwiller approximation (GA) for Gutzwiller-projected grand canonical wave functions with fugacity
factors is investigated in detail. Our systems in general contain inhomogeneity and local magnetic moments. In
deriving renormalization formulas, we also derive or estimate terms of higher powers of intersite contractions
neglected in the conventional GA. We examine several different constraints, i.e., local/global spin-dependent/
independent particle-number conservation. Out of the four, the local spin-dependent constraint seems the most
promising at present. An improved GA derived from it agrees with the variational Monte Carlo method better
than the conventional GA does. The corrections to the conventional GA can be interpreted as two-site corre-
lation including the phase difference of configurations. Furthermore, projected quasiparticle excited states are
orthogonal to each other within the GA. Using these states, spectral weights are calculated. We show that
asymmetry between electron addition and removal spectra can appear by taking into account the higher powers
of the intersite contractions in the case of the d-wave superconductors and the Fermi sea; the addition is smaller
than the removal. However, the asymmetry is quite weak especially near the Fermi level. In contrast, projected
s-wave superconductors can have the opposite asymmetry (addition larger than removal) especially near the
Fermi level. In addition, formulas from the other three constraints are also derived, which may be useful

depending on purposes.
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I. INTRODUCTION

This paper concerns calculation of expectation values us-
ing projected wave functions in inhomogeneous systems. In
order to study electronic systems with repulsive on-site in-
teractions, Gutzwiller proposed projected wave functions' of
the form Pg| W) with the Gutzwiller projection operator,

PGEH(I_ﬁiTﬁiL)’ (1)

to prohibit electron double occupancy on each site. Here,
Ajy=c| ¢y With ¢} (c;,) being the creation (annihilation) op-
erator of site 7 and spin o.

Expectation values of operators by this projected wave
function can be evaluated by the variational Monte Carlo
(VMC) method numerically exactly within statistical errors.
However, the VMC requires lots of computational effort for
some issues. In addition, it needs one run for each parameter
set, whereas an analytical method can generate more general
formulas that often provide us some hint to understand the
system. Thus, instead of the VMC, an analytical approxima-
tion called the Gutzwiller approximation (GA) is used on
occasions, i.e.,

WO o (¥5l01v)
(Wt (wg|wg)

with [WY)= Pg|WL), where [W]) have a fixed particle num-
ber N. The factor g€ is the Gutzwiller renormalization factor

(2)

for the operator O. If one chooses a noninteracting or mean-
field approximated wave function as |‘I’f)v), the expectation
value in the right-hand side of Eq. (2) can be easily evalu-
ated. The renormalization factor for the hopping term de-
noted by g’ is smaller than unity because it is more difficult
to hop in the presence of the strong on-site Coulomb repul-
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sion between electrons; that for the exchange interaction de-
noted by g° is larger than unity because each site is more
often singly occupied to avoid the other electrons. The GA
was first introduced for the Hubbard model by Gutzwiller,?>
then reformulated by Ogawa et al.* A clear description of the
method has been given by Vollhardt.’ It was also applied to a
mean-field theory for the -/ model by Zhang et al.® Im-
provements of the GA by taking more intersite correlations
have been made by several authors.”® The GA usually pro-
duces qualitatively correct results although it is reported that
there are also qualitative differences in some cases.'’

The original formulation of the GA implicitly assumes
that a wave function before the projection has a fixed particle
number N (in the following, we call it the “canonical
scheme”). If the particle number of a wave function has fluc-
tuation (the “grand canonical scheme”), then the Gutzwiller
projection reduces the particle number (see Appendix A).
Such reduction of the particle number may arouse a question
whether the GA as Eq. (2) is valid because this equation
seems to say that the wave functions before and after the
projection have similar properties except for the double oc-
cupancy; are they similar if they have different particle num-
bers? To avoid such an unclear path, Anderson and Ong,”
and Edegger et al.'> formulated a grand canonical GA by
taking the canonical scheme as a guide. Namely, one can
force the projection not to change the average particle num-
ber, by gluing to Pg a fugacity factor that compensates the
particle-number reduction. To our knowledge, the fugacity
factor was first seen in a preliminary form in the paper by
Yokoyama and Shiba'? to relate the canonical and the grand
canonical VMC. Gebhard'* introduced position- and spin-
dependent fugacity factors for calculational convenience of
the 1/d expansion whose d — o limit corresponds to the GA.
They also appear in the construction of the gossamer super-
conductivity by Laughlin.!> Then, Wang et al.'® used
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position-dependent but spin-independent fugacity factors for
inhomogeneous systems.

The fugacity factors allow us freedom to choose a relation
between the particle numbers before and after the projection,
and the renormalization depends on this choice. Recently, Ko
et al.'” pointed out that two contradictory formulas of the
Gutzwiller renormalization factors in the literature actually
come from two different choices of the fugacity factors. That
is, (i) the fugacity factors are determined so that the projec-
tion conserves the local particle density of each spin direc-
tion at each site, or (ii) so that the projection conserves the
total particle number for each spin direction (this is the usual
canonical-scheme constraint). Mainly for the square lattice
antiferromagnet, they used the canonical scheme, and intro-
duced additional position- and spin-dependent fugacity fac-
tors, then calculated each renormalization factor as a ratio of
probabilities for the physical process.

In this paper, we examine in detail several different
choices of fugacity factors that impose local/global spin-
dependent/independent particle-number conservation. We
adopt the grand canonical scheme, and derive general formu-
las. Some of our formulas are different from those by the
canonical derivation. Furthermore, corrections to the conven-
tional GA are also estimated or derived by taking intersite
correlations into account. The structure of the paper is as
follows: Secs. II and III are devoted for case (i), and Sec. IV
for case (ii). First in Sec. II, we derive renormalization of the
hopping and the pairing amplitude, the local spin moments
and the exchange interaction from the local spin-dependent
constraint. We test the formulas of the hopping amplitude by
comparing with the VMC. Physical interpretations are given
for newly derived terms. Subsequently in Sec. III, we also
check orthogonality and excitation energies of projected Bo-
goliubov quasiparticle states, and discuss asymmetry be-
tween positive and negative bias spectra. Next, in Sec. 1V,
formulas from the global spin-dependent constraint are de-
rived. The formulation there includes cases where the par-
ticle numbers before and after the projection are unequal. In
addition, grand canonical GAs with local/global spin-
independent constraints are briefly discussed in Sec. V.

In our impression, the grand canonical scheme simplifies
calculation in many cases because it is free from complicated
configuration counting. Furthermore, systematic improve-
ment is straightforward by including terms from larger clus-
ters in the linked-cluster expansion.! The formulation we use
is similar to the 1/d expansion by Metzner and Vollhardt,'®
and Gebhard.'* The lowest-order theory in the uniform non-
superconducting limit of our formulation for case (i) is
equivalent to the d — o limit of the 1/d expansion. However,
in inhomogeneous systems and in the presence of the second
and the third neighbor hopping, it is not clear if 1/d is a good
expansion parameter. In addition, considering future im-
provements of the theory, it may be difficult to define terms
of very high order in 1/d. Therefore, we naively use the
linked-cluster ~ expansion as  Gutzwiller’s  original
formulation,' then expand it in a power series of intersite
contractions and neglect high-order terms. Furthermore, we
do not adhere to making derived formulas into the form of
Eq. (2).

Throughout this paper, we use the following notation: A
wave function before a projection is denoted by |¥,) and it

PHYSICAL REVIEW B 78, 115105 (2008)

does not have a definite particle number and may have some
inhomogeneity in general. Then, the wave function after the
projection is represented by |W)=P|W¥.), where P is a gen-
eralized projector that includes fugacity factors defined later.

The expectation values of an arbitrary operator 19) by these
wave functions are denoted by

A _ (IO L (WO
(0= (P|¥) ° O = (Wo|We) ¥

Furthermore,

Nig = <nz¢r>0’ nl](r - <Cw— j(r>()s ij = <leciT>0’ (4)

1
E(’lm - ”i1)~ (5)

l’liEniT'i'nil, m; =
In addition, S; denotes the spin operator at site i.

II. LOCAL CONSTRAINT

The Gutzwiller projection changes electron-density distri-
bution in inhomogeneous systems in general. However, by
introducing fugacity factors, one can force desired electron-
density distribution. We prefer to start from the grand ca-
nonical GA with a local constraint for each spin direction,
namely,

<ﬁi0'> = <ﬁia>07 (6)

for any i and o. Note that this local constraint is different
from the canonical-scheme constraint that conserves the fotal
particle number. However, this “local canonical” constraint
simplifies the resultant formulas as shown in the following.
For example, some of low-order corrections to the GA van-
ish automatically. Furthermore, with this constraint, pro-
jected Bogoliubov quasiparticle states are approximately or-
thogonal to each other, and excitation energies are
approximately obtained by diagonalizing a renormalized
Hamiltonian (shown in Sec. III).

In general, (S}), and (S}), can be finite. Such cases will be
discussed only in Sec. II D, and otherwise (S7);=(S})y=0
and {(c] ¢ Cjz)0=0 are assumed. Furthermore, although we have
d-wave superconductors in mind, there may be deviation
from d wave in inhomogeneous magnetic systems, and
(cchl \Jo (on-site pairing before the projection) can be non-
zero. We discuss effect of <cch, 1207 0 in Sec. III G, and oth-
erwise assume (cchl L>0 0 for any i. We also do not consider
triplet pairing of the form {(c] ¢ th>0 and set it to zero for any
i, j, and 0. The generalization to {(c] ¢! ), #0 is straightfor-
ward.

io ](r

A. Condition for fugacity factors

The projected wave function is defined as |¥)=P|W¥)
with P=II;P;, where

Py= NN = g ) )

The local up and down particle numbers are controlled by
x;’gﬁ 2 and the fugacity factors \;, will be determined later to
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satisfy Eq. (6). In order to derive their explicit forms, let us
calculate the density of o-spin electron at site i,

<)\ia'nAi(T(1 nAiE')H1¢iP12>O
5 .
<H1 Pi >0

In principle, by applying the Wick theorem, these expecta-
tion values can be exactly evaluated. In practice, however,
such calculation is quite difficult to carry out because too
many terms appear by the Wick decomposition. To approxi-
mate it, remember that intersite contractions, n;;, and A;;, a j» &

much smaller than on-site contractions, n;,. An approxima-
tion to take the leading order with respect to the intersite
contractions corresponds to the GA. Here, we take only on-
site contractions. Then, [ #i terms cancel out between the

numerator and the denominator, namely,

(8)

<ﬁi0' =

Nio(1=n;5)

—
=
— i

<ﬁi0> = Nigs (9)

Ei=(P)o=(1-n)(1 —n;)) + Ngnyp(1 - ny)
+)\ilnil(1—nn). (10)
Therefore, the condition to determine \;, is given by \;,(1

—-n,5)/ E;=1. By solving the simultaneous equations for up
and down spins, we obtain

1=-n. 1=n:)(1=n.
~ io = i i
)\ia~—n , :,~~( nig)(1=n ). (11)
1-n 1-n;

The corrections to (P%), and (n;,) can be calculated by
taking into account intersite contractions between site i and
other sites [/ # i. Let us calculate terms proportional to |n,”|
Such terms appear by the Wick decomposition of (7P 2o-
We take on-site contractions for the sites other than i, /, and
thus we only need to consider (n,TP, Yo- The operators in

zT—‘zTCtT are contracted with those in c%cm or c”clT in P7.
Then, the operators for the down spin are replaced by n; or
1—n,,. Namely, such contribution is written as

i P01 = ny) = N (1 =) + Ngyny 1= 0.

In other words, the terms proportional to |n;;|* vanish when
\io is set as Eq. (11). Similarly, terms proportional to A also
vanish. Therefore, with Eq. (I11), we have (n,,,) Ny
+ O(nl j(,) +0(A4) Estimated corrections to \;, are also of the
order of n4 or A

B. Hopping and pairing amplitude

For the hopping term, similar calculation can be carried

out. Namely, for i #j,
<C}CuC§lCﬂ 11_[ Pz>
“L L0 (1)

(P,

12 12
<C1TCT> )\/ .
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FIG. 1. Configurations contributing to (c;rTcﬂ}O. Filled arrows
represent occupied states, and open dashed arrows represent unoc-
cupied states. Only (a) contributes to (c}cﬁ)

1/2 1/2(1_ l)( )

ot
Y A
ot

=J

<C;er>o’ (13)

il

where we took on-site contractions except one intersite con-
traction (that is necessary) in the numerator. Then, the
Gutzwiller renormalization factor is given by!’

[1-n; [1
1-n 1—n ”" (14)

The next order in fact involves one more site other than i
and j, but the second and the third order of the intersite
contractions for such contribution vanish when \,, is set as
Eq. (11). Therefore, the third order term involves only sites i
and j. Namely, taking more contractions between i and j in
Eq. (12),

Cig ]0‘

<Clg-cj(7>0

o ym o (o ity + Ay +AA> 15
{circip) gm(”m ’”(1 ni)(1=ny) : (15)

The formula for (c .Cj) is obtained by replacing as < | and
A;;=-A;. The ”UT|”ui| term in Eq. (15) is from repulsive
correlatron between down-spin holes due to the Pauli prin-
ciple: all of the four configurations in Fig. 1 contribute to
<chch)0, but only Fig. 1(a) does to <chch). Then, taking into
account repulsion between down-spin holes, Fig. 1(a) has
less weight than the estimate by the conventional GA that
neglects this correlation.

On the other hand, the n;; LAUA j; term is from supercon-
ducting correlation; negative for A;;=A;; (singlet), and posi-
tive for A;=-A; (triplet). This term seems related to the
phase difference between the four configurations in Fig. 2,
which appear in |¥), (before the projection). Our rough ex-

i i i i
PN + o+ + + o

| TR & G b P |

I l i i l 1o

AR N N NSy

FIG. 2. Roundabout correlation between (a) and (d) via (b) and
(c). These configurations in |Wy) correlate in the presence of
superconductivity.
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FIG. 3. The nearest-neighbor hopping amplitude (cmc/g> calcu-
lated by the conventional GA [Eq. (14), broken line], the general-
ized GA [Eq. (15), solid line], and the VMC [dots] for the projected
uniform nonmagnetic BCS d-wave superconductor.

planation in the case of n;;; =n;;| is as follows: Suppose £,,
&, L., and £, are coefficients of the configuration (a, b, ¢, and
d) in |P),, and assume they are real numbers. Then, {,,
contributes to n;;;, and —{,{. contributes to n;;. Remember
that the conventional GA can be derived by taking the ratio
of the probability of configurations;*!7 it implicitly assumes
that {,{,; and —{,{, have the same sign. Turning on the su-
perconducting correlation, configurations (a) and (b), as well
as (c) and (d), start to correlate. Then, their contribution to
the smglet order parameter before the projection {(c; ch |

c| l ﬂ>0 is proportional to {,¢,+ {.{;. The magnitude of this
quantlty, however, is small if {,{; and —{,{,. have the same
sign. Therefore, to strengthen the singlet superconducting
correlation, all of {,{;, {,{. should be small. Accordingly, the
weight of Fig. 1(a) should be smaller than the estimate by the
conventional GA.

We test this formula for a simple case, i.e., the projected
uniform nonmagnetic d-wave superconductor,

[Wo) =T (g + vic) ¢ )10,
k

N & A ,/_( é)
Uy 2<1+Ek> Uy = |Ak| I_Ek 5

E =\Ng+A; A=
=&+ AL k=

A(cos k,—cos k),

& = —2t(cos k, +cos k) — . (16)

The conventional GA as Eq. (14), the generalized GA as Eq.
(15), and the VMC are compared in Fig. 3 for the nearest-
neighbor hopping. Here, the generalized GA is done using
200 X 200 sites, and practically the finite-size effects are neg-
ligible; errors only come from neglect of the higher order of
the intersite contractions. u is adjusted to satisfy each hole
concentration for each point. The VMC is carried out using
30X 30 sites with x-antiperiodic y-periodic boundary condi-
tion. The hopping amplitude is averaged over every bond,
and the statistical errors are negligible in the scale of this
figure. For comparison with the GAs, w is also adjusted to
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FIG. 4. The nearest-neighbor hopping amplitude of the pro-
jected “p-wave” superconductor calculated by the conventional GA
[Eq. (14), broken line], the generalized GA [Eq. (15), solid line],
and the VMC [dots].

equalize the doping before the projection with that after. At
small A,, the generalized GA agrees with the VMC very
well. As A, increases, the deviation becomes larger. This is
possibly because o(A? ) term neglected in Eq. (9) may start
to make an important contrlbutlon

In inhomogeneous systems, there may be deviation from
the d wave. Since it is rather difficult to force the local con-
straint for the VMC in inhomogeneous systems, let us test
the formula using a simpler non-d wave, namely, a uniform
p-wave superconductor by redefining

A=A, sink, (17)

in Eq. (16). The nearest-neighbor hopping amplitude in x
direction is plotted in Fig. 4. The generalized GA shows a
good overall agreement with the VMC. It especially repro-
duces characteristic peak at A, ~2¢ caused by the n;; LAUA ji
term in contrast to the conventlonal GA.

The superconducting order parameters <c;cj-l> can be cal-
culated similarly to the hopping term, i.e.,

(1 - nil)(l - an)

The A term represents the direct correlation between the
i1.jl occupled state [Fig. 5(a)] and the empty state [Fig.
5(d)]. The A} |A J|? term contains the attractive correlation
between holes of i| and jT; if A} is finite, i| and jT tend to

T /
(ciejy =g m&u(AZ +4

FIG. 5. Roundabout correlation between (a) and (d) via (b) and
(c) in [¥y).
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be simultaneously occupied or unoccupied, and it is less
likely that only one of them is occupied. Accordingly, this
effect increases weight of the configurations in Figs. 5(a) and
S(d) and appears as the positive correction in Eq. (18). The
A7 i ,Tn[ ;| term represents roundabout correlation between i1
and jl through i| and j1 as depicted in Fig. 5. Argument
similar to what is used for the hopping amplitude (Fig. 2)
leads to the conclusion that the singlet correlation enhances
weight of configurations in Fig. 5 in this case.

Note that Eqs. (15) and (18) are mamly aimed at |i—j|
=1. For next- nearest neighbors, O(n ) of |i—j|=1 may be
comparable to O(n, ) of |i'=j'|=2 and the former may be

dominant espe01ally in high dimensions. In general, as i and

(55 =

E 0'7-)\1'0.)\]'7.<

=1

4<P2>00'
X[|n[P(1=2m,)(1
+]A;P(1 -

~2m(1=m)(1 -

SIST+SYS)) =
AR RS

o

_ VAN NA 2< i
I#ij

with

1
W= . 22

S e TR T T A
Here, Eq. (20) seems different from what is derived as a ratio
of probabilities for the physical process using the canonical
scheme with the fugacity factors by Ko et al.!” We speculate
that it possibly does not take into account all of the contrac-
tions above.

To compare with the result by 1/d expansion by
Gebhard,'* set A;;=A ;=0 and consider antiferromagnets. By
setting n,,=n;z in Egs. (20) and (21), these equations are
reduced to

(1- 4m,-2) (<S§S§>0 - mimj)

(8785) =~ m; , (23)
it (1—”1‘7)(1—”@)
SIS+ 7S
<S;(S}C+ S?S]y> ~ M (24)

(1 —nn)(l _nu),

which are equivalent to the formula by the 1/d expansion.!
However, when A;;# 0, renormalization of <SZSZ> is not re-
duced to such a 51mple form, and we need the onglnal for-
mula, Eq. (20). Note that Egs. (23) and (24) can be used also
for nonsuperconducting ferromagnets. Namely, the local con-
straint leads to the conclusion that antiferromagnets and fer-
romagnets are renormalized similarly. This is in distinct con-
trast to results of the GA with global constraint as will be
discussed in Sec. IV F.

14

nji) + |n”l|2(1 + 2m,)(1 + 2m])(1 -
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J separate from each other, the approximation by Egs. (15)
and (18) may lose accuracy.

C. Spin moment and exchange interaction

By definition, the local spin-z component at each site is
not renormalized, i.e.,

(S0 =(So=m;. (19)

For the exchange interaction term (S;-S;), we take up to the
second order of intersite contractions. Using symbols T, |,
and +1,-1, interchangeably, it is written as

1
mcwcm ,fCJrCﬂCjTH P1> =mym; = Z[(l _niT)(l _nil)(l _an)(l _njl)]_l
0

”iT)(l - an)
nipls (20)

- Re[nmnill + A A ]

i i 2\ -
c,,c,»acjacj,,l_[ P1> =
0

V(I =np)(1 =

U~ sxw(SxSx_'_S)Sy)O’ (21)
nil)(l - jT)(] _nji)

D. Systems with nonzero spin-xy components

This choice of fugacity factors encounters difficulties
when (S$7), or (S)) is finite. Let us redo the derivation in-
cluding S; =(S; )¢

Niolnio(1 = n;5) +

f—
=
—f

i8]

, (25)

<ﬁi0' =
Ei=(1- ni) (1 =n;)) + Ny (1 =y ) + Ngymg (1= nyy)
+ (N + N = DSES; (26)
The condition to determine \;, is

nig(1 —n;z) + S;S;

ot
=)
—_—

io =Nig- (27)

L

This is solved to give

. (1 —an)(l —nll) _S:—Sl_

E; , 28

, - 28)
nA

Ny =~ io E.. 29

nio’(l nla’) + ISI_ ( )

For a spin moment, (S%)=(5%),, and
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<S1> MS

A—ll

:3.i\/ i \/ il .
"N g (U =n) + ST N my (1= nyp) + |7

(30)

This renormalization factor for S; is larger than unity be-
cause it is not bound by the local constraint. Since xy com-
ponent is renormalized differently from z component, ap-
proximation depends on humans’ choice of z axis. This
asymmetry is probably related to what is discussed by Ko et
al.'7 The most reasonable choice of z axis we think is making
it parallel to (S;), at each site. Then, S; =0 for any i. It is
equivalent to formulating a GA with constraints (7i;;+7;)
=n; and (S;)=(S;),. However, such a GA may yield very
complicated renormalization factors for intersite terms. One
way to avoid such a complexity is to use spin-independent
constraint as shown in Sec. V A.

III. LOCAL CONSTRAINT: EXCITED STATES

The GA with the position- and spin-dependent constraint
discussed in the previous section has an advantage in con-
structing plausible excited states which are approximately
orthogonal to each other as shown below.

For shorthand notation, we use

= = .

Ci=Cips Cnp+i = Cif» (31)
where N; is the number of lattice sites. Then, the subscript of
this new operator runs from 1 to 2N;, and we represent it by
single Greek symbols as c,. Furthermore, we define

A I /A
fipe =€ oy = (pgo- (32)

A. Bogoliubov—de Gennes equation

As a preparation, let us begin with deriving a
Bogoliubov—de Gennes (BdG) equation by minimizing the
Gutzwiller-approximated energy following the procedure by
Wang et al.'® In the following, we work more on general
properties of a BAG equation with the Gutzwiller projection,
and do not use any Hamiltonian explicitly. However, what
we have in mind is inhomogeneous 7-J—type models,

tJ_ PG( E tlj ur j0'+ 2 sti' Sj)PG’ (33)

ijo {i,))

where the #; term with i=j may represent local impurity
potentials. The zero-temperature grand potential Q=(H,;
—uZ; ;) can be approximated by the GA, and represented
by a function of n,;, namely,

QO = Qgal{n, g ul. (34)

We do not show the explicit form of (), because it can be
derived straightforwardly by using the formulas in the previ-
ous section. In the derivation, one can choose the level of the
approximation: If one takes only the leading order of the
intersite contractions, formulas in the nonmagnetic case are

=pl
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equivalent to those derived by Wang et al.'® and Li et al.'® If
an improved Gutzwiller approximation such as Eq. (15) is
used, a more accurate solution can be obtained in principle,
although it may be more difficult to find self-consistent so-
lutions.

The chemical potential u is determined to adjust the par-
ticle number N to satisfy N=—d{ g/ du. The other variables
are functional of W and determined by minimizing Qga,,

0} QA O
PIGA O2EGA Olpy _ =0. (35)
Wy T dnpe 8V
Assuming (V| ¥,)=1, then
e =8| o W) + (Wolii g 8. (36)

By combining Egs. (35) and (36),

0 =(8Wo|Hpac|V o) + (V| Hpac| 8 ). (37)
where

Mg .

Hpgo= > o (38)
ol Olpr =

Then, O, takes an extremum when | W) is an eigenstate
of Hyyg, namely,

Hpacl¥o) = Epac| Vo), (39)

80 = Epag({8Wo|Wo) + (V| 6¥y)) = 0. (40)

The main differences from usual BdG Hamiltonian are the
local renormalization factors in front of t;; and J;; i and the
effective local chemical potential terms E,,u,wnw with w;,
=—0Qga/ In;,— w, which come from the n;, dependence of
the renormalization factors. Local modulations of #; and J;;
tend to be enhanced by the local renormalization factors, and
impurity potentials tend to be screened by the local chemical
potentials.?”

B. Quasiparticles

We rewrite Hgyg in a matrix form,

2Ny,

HBdG: 2 C;Hpé‘Cg (41)
p.e=1

The 2N; X 2N, matrix H,, can be diagonalized using a uni-
tary matrix U, namely,

Hp§: 2 Uann(UT)n§~ (42)

Then, using

E (UM e, (E,>0),

E (UM, (E,<0), (43)

the Hamiltonian is diagonalized as
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Hiao = 2 EyYi V- (44)

The ground state of this effective Hamiltonian is |W,)
=11,v,|0). Suppose the ground state is well approximated by
P|¥). Naively, one may assume that excited states are con-
structed by ny,|\lf0>. This form of excited states was first
introduced for uniform systems by Zhang et al.® For fugacity
factors in P, we use those in the ground state even for the
excited states. It probably corresponds to assuming that the
quasiparticles 7, are not very localized and that the change
of the particle distribution is negligible.

C. Orthogonality of the excited states

The orthogonality of these excited states can be checked
by expanding vy, using Eq. (43). For example, for E,>0,
E,>0,

(ol PPy, W0y = 2 Us, Uplc, Py (45)
24

Here, we have to mind a discrepancy between creation and
annihilation operators;
Picl =cl N (1=H5), (46)

1710

2 N A
Piciy=ciol (1 =7i;5) + Nigiiz]. (47)
Then, as the leading-order theory, we take on-site contrac-
tions except one intersite contraction. Thanks to Eq. (11),
renormalization factors are reduced to a simple form, i.e.,

Nio(1=n;5) 3 (1=n;5) + Nigh;z -1 (48)
and we obtain simple results,
<CTUPZCjT 0
’ =~ (clyCjnos (49)
(P o
(ciuP?c] o
R Loaling v (AVRSGN 50
<P2>() <cI(chT 0> ( )
<CTUPZCT )o +
i [oiiing) i AVRNSRVN B 51
I o0
- P2,
MZ—PZ;ﬂ = <Ciocj7' 0> (52)

for any i,j,o,7 including i=j. In general, (c] PZCZT)O does
not satisfy this relation, but we are lucky enough to use the
off-site pairing assumption, {c] ¢/ i2)0=0, then (c}LUPZCQLE)O%O,
and can exclude such an exception. Our projected supercon-
ducting state includes the Fermi sea as a special case, and
these relations look different at a sight from those derived for
the Fermi sea by Fukushima er al.?' In fact, however, these
are identical if one remembers that P contains fugacity fac-
tors.

Using Eqs. (49)—(52), one can transform back from ¢, to
v, to yield

PHYSICAL REVIEW B 78, 115105 (2008)

<q’0| 7’nP2 7L|‘P0>

~ Fy —
<\P0|P2|\Ifo> <’Yn ’ym>() - 5nm‘ (53)

That is, the excited states are orthogonal to each other within
the Gutzwiller approximation (GA).

D. Excitation energy

Let |0) and |n) denote the normalized ground and excited
states,

P[¥y)

|0> = |n %1|\I,0>
V(WP W)

=0 (54
V(Wo|y, Py Wo)

Neglecting the second order of the difference in 7,

Q)
(n|H,n) - (O|H,|0y = >, —2
ot My

= (n|Hpgg|n) — (0|Hpyc|0) = E,. (55)

Therefore, the excitation energies are approximately the
same as eigenenergies of the effective Hamiltonian.

E. Density of states

To calculate the local density of states, we need matrix
1 10)? and [{n|c;,|0)[*. First of all, using Eq.
(53) w1th n=m, the normalization of the excited states can be
replaced as

<‘I’0|'YnP2?’Z|\I’0> =~ <q’0|P2|q’0>- (56)

Then, we expand v, in |n) using Eq. (43) and use simple
relations similar to Egs. (49)—(52), namely,

.
PPl e 7
(P%) |
(cjsPesP)
<PCZ)UP P = el ¢l o
(c],Pcl,P) ‘
. T<§’C2> o =gl >
w =~ /E' cj7cl0'>07 (60)
(P

for any i,j, 0, 7. These formulas are true also for i=j, more
explicitly,

(c] Pc;oPyy 1

P oy
<Ci0'PCj > N
<P2>UP C = N\l - Ny —=ny)). (62)
0

These relations are exact if exact \,, are used.

Since the indices of the renormalization factor are only
from those of the operator between two P’s, we can trans-
form back to v, to yield
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Knley ) = il (Wol vuc [ WO = 8| Upl* (E,>0),
(63)

|<n|cp|0>|2 = g1w|<\1,0| Y€ p|\1,0>|2 = gn(r| Upn|2 (En < 0) s
(64)

where p=(i,o) as Eq. (31). The common renormalization
factor g;?g tells us that the positive and negative bias spectra
are symmetric. This symmetric density of states is also ob-
tained by the canonical-scheme GA.?!?> We go one step fur-
ther about this point in the next subsection.

For A(k,w), we need matrix elements in k space,
((nlcf ,|0)? and where Cho
=N;"?Sc;, exp(ikR;). These can be obtained by the Fourier
transform of Egs. (57)—(60).

F. Electron addition-removal asymmetry caused by higher-
order terms

The conventional BCS theory tells us that the quasiparti-
cle excitation spectra are symmetric between positive and
negative bias. However, local density of states of high-7.
superconductors measured by the scanning tunnel micro-
scope (STM) is highly asymmetric and there is an argument
that attributes this asymmetry to strong electron
correlation.!" Namely, electron addition may be more diffi-
cult than electron removal because the injected electron may
be repelled by the other electrons due to their strong Cou-
lomb repulsion. It is controversial whether the projected qua-
siparticle states have symmetric spectra or not. The GA gives
symmetric spectra®'-?? if only quasiparticle excitation is con-
sidered (incoherent excitations may cause asymmetry®?). In
contrast, the spectra calculated by the VMC show
asymmetry. 0

To discuss this point, here we calculate corrections to the
results in the former sections. When these corrections are
taken into account, the orthogonal relation, Eq. (53), may not
be satisfied any more. Therefore, in the following, we as-
sume that the systems are almost uniform; in the uniform
limit the wave number is a good quantum number due to the
translational symmetry, and thus excited states are orthogo-
nal. The next order corrections contain only site i and j simi-
larly to those in the hopping term. We put general formulas
in Appendix B, and here only show a special case of n;

=ny=ml 2, g =n =g = =ng, o Ag=A=Ag=4y
Then, with
FESSEE
n; n; l J
Ay=1(1-%)(1-%) (65)
0 (i=j),
o= —2—, (66)
-3
Eqgs. (57)—-(60) are rewritten as
(c]iPeirP)o
L Vgu( TC1T>O 1 + CYJAU) (67)

(P?),

PHYSICAL REVIEW B 78, 115105 (2008)

<C]TPCJIP>0

<P2>0 gu< TClT>O(1 AU) (68)

&L%Tf—)~ (- ad,).  (69)

<Cg PCiIP>0
(P,

Since A;;=0 and a;=0, the corrections are positive for the
electron removal, and negative for the addition. For more
careful analysis, we also need to check the normalization.
Including the corrections, Eqs. (49)—(52) are rewritten as

gu< lClT>0(1 +AU) (70)

<CHEIPZCZ¢>0

<P2>O - a’ia'inj), (71)

~ (clici(l

P2t .
@ 2P2>Cl L ~{(cjrcio(l =Ay) (72)
0

(c! chjl)o

P, - @A), (73)

~ <C;-1C3-T>o(1

(¢ P20i1>0
(P,

These corrections to the normalization are all negative, and
they do not seem to cancel the asymmetry in Egs. (67)—(70).
Therefore, these results suggest that the higher-order GA ex-
hibits asymmetric spectra whose electron addition spectra are
smaller than the removal.

This asymmetry is consistent with the variational Monte
Carlo (VMC) calculations for excitation spectra by Chou et
al.,'% and for spectral weights by Bieri and Ivanov?® and
Yang et al.** For more explicit comparison, we calculate the
spectral weights,

= <leciT>O(l - aiAij)- (74)

<P2>0 <7k0'PcZ(rP>0 :
(k) = [(kalc, |0)]? = ,
20 = kol o) = = |
(75)
(P?, (VeoPe_i5P)o | *
k) = [(k 0)]>= .
Z ( ) |< O'|C k0'| >| <'yk0.P2’ka_>0 <P2>0

(76)

and show them in Fig. 6 for both the conventional and the
generalized GA. Here, we include ¢’ and ¢” in addition to Eq.
(16) for a better correspondence to the high-T,. superconduct-
ors.

In the case of the standard BCS theory, Z*=|u|%
=|v4|*. Then, for each k point below the Fermi level, one can
find a corresponding point &’ above the Fermi level such that
E=E;, up=vy, v =u;. Then, summation of the contribu-
tion from these two points to the spectra is unity for both
addition and removal spectra®® because |uy|*+|uy|>=|v,]?
+|vp|?=|u/*+|v*=1. Accordingly the excitation spectra are
symmetric. The results of the conventional GA are Z*

115105-8



GRAND CANONICAL GUTZWILLER APPROXIMATION...
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FIG. 6. (Color online) Z*(k) (blue lines) and Z~(k) (red lines) of
a projected d-wave superconductor by the conventional (dotted
lines) and the generalized (solid lines) GA with ' =-0.3¢, '=0.21,
A,=0.15¢, and 10% hole concentration.

=g'lu*, Z=g'|v})*; namely, the spectra are just renormal-
ized by g', and are symmetric as the standard BCS theory. In
contrast, by including the corrections to them, Z~ decreases
and Z* increases, which can cause the asymmetry in the
spectra. These Z~ are consistent with the VMC results.>>>*
Note that A;; is finite even for A;;=0, i.e., the Fermi sea also
has the asymmetry, which is also cons1stent 24 Similarly to
the hopping term, Egs. (67)—(74) are more accurate for small
li—j|. Hence, the Fourier-transformed results may include er-
rors from the summation over large |i—j|. It will be checked
in the future studies by including higher-order terms. Since
this asymmetry appears as a deviation from the conventional
GA, it is rather small (especially near the Fermi level), and
does not look like what is seen in the STM experiment.

G. Opposite asymmetry in projected s-wave
superconductors

We speculate that the origin of the asymmetry may not be
so simple as the intuition that electron addition may be more
difficult than removal because electrons repel each other.
Here, we show a counterexample against this simple sce-
nario. That is to say, projected s-wave superconductors can
have the opposite asymmetry; the electron addition spectra
are larger than the removal. Such projected s-wave supercon-
ductors may be realized if the pairing interaction is spatially
isotropic because d wave does not gain energy from diagonal
Jij. Bven if Jj; is finite only for nearest neighbors, the mean-
field approx1mat10n in very overdoped systems converges to
extended s-wave solutions. To be more precise, this opposite
asymmetry is related to finite on-site pairing before the pro-
jection, <C['TTC1'1>0 # 0 and not really related to the symmetry of
the gap. Then, even for d wave, inhomogeneity causes de-
viation from the d wave, and (c%clﬁ)o can be nonzero in
general. Therefore, strongly disordered d-wave supercon-
ductors could have similar properties.

To take A;# 0 into account, we have to redo the deriva-
tion from the beginning. Then, =Z; and \; should be replaced

by
)2 2
e (77)

l—nl’

il
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FIG. 7. (Color online) Z*(k) (blue lines) and Z (k) (red lines) of
a projected s-wave superconductor with ¢'=-0.3z, "=0.21, A,
=0.15¢, and 10% hole concentration.

N~ ”i[(l n,)Z |Aii|2]
Coa0-n)[(1-5)5 - 18]

In fact, this generalization makes analytical treatment very
difficult, and in the following we take only the leading order
of the intersite contractions. Accordingly, its A;—0 limit
corresponds to the conventional GA (not the generalized GA
in Sec. Il F).

The most important matrix elements are

(78)

(chPchPy,
4@2— ~ ?<C,¢C,T>o, (79)
<CilPCiTP>O = 0 (80)

Here Eq (80) is exact because of Pgc;iPg=c; TPG and
PGcchl 1_0 The renormalization factor in Eq. (79) is obvi-
ously larger than that in Eq. (80). Hence, these matrix ele-
ments suggest that the asymmetry is the opposite to that of d
wave. We have also calculated other matrix elements, and
after the Fourier transform, Z* for a uniform system are
obtained as plotted in Fig. 7.

In comparing Figs. 6 and 7, we should keep in mind that
a better approximation is used for Fig. 6, and the asymmetry
as in Fig. 6 does not appear in Fig. 7. Nevertheless, the
characteristic asymmetry near the Fermi surface in Fig. 7 is
very strong, and may remain even in calculation with a better
precision. Most likely, Egs. (79) and (80) mainly contribute
to the asymmetry because the vicinity of the Fermi level
changes most dramatically.

H. Physical consideration for the asymmetries

For the projected s-wave superconductors, the physical
origin of the asymmetry may be understood as follows. We
have been using terms “addition” and “removal” but these
are in fact named from the ground state’s view. If one takes
the complex conjugate, this addition (removal) matrix ele-
ments can be regarded as removal from (addition to) an ex-
cited state. Let us adopt the excited states’ view for a while.
In the s-wave BCS superconducting state (before the projec-
tion), a Cooper pair may be formed more or less on site,
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FIG. 8. Configurations in |¥).

which is a resonance of the doubly occupied state and the
empty state. When c;, is operated to this wave function, it
chooses the “originally doubly occupied” state. Then, in
Pc;,| W), the opposite spin state, id, is occupied with high
probability. Accordingly, it is easy to remove i electron. In
contrast, for Pciu\lf)o, it is impossible to add ic electron.
Finally, let us turn back to the ground state’s view and review
the arguments above. Then, the removal is difficult, but the
addition is easy.

The asymmetry in the d-wave superconductors and the
Fermi sea needs more consideration because it appears by
higher-order correlations. Figure 8(a) shows a configuration
in the ket |¥), contributing to {c;Pc] TP)O The first term in
Eq. (68) represents direct correlation between c;; and Cm
The second term comes from the repulsive correlation be-
tween down holes, which reduces weight of this configura-
tion. On the other hand, for <c Pcj;P)y, both configurations
(a) and (b) in |¥), contribute. However when electron den-
sity is high, configuration (b) is dominant because empty
sites are rare. Then, correlation between down holes in-
creases the weight of configuration (b). Since this effect ap-
pears only at high density, the second term in Eq. (67) ac-
companies the factor ;.

IV. GLOBAL CONSTRAINT: QUASICANONICAL GA

In the former sections, we have used the local constraint.
However, if one needs the GA as an approximate method of
the VMC, it may be preferred to require the usual canonical
constraint, i.e., the total particle number constraint for each
of up and down spins,

> gy = N, (81)

i

where Nleter is the total number of o electrons after the pro-
jection. Although one takes N"'=%n, in the usual canoni-
cal GA, the particle numbers before and after the projection
can be different in general. In fact, in the VMC, they are
different; the particle number projection P pafeer is usually ap-
plied together with Pg, and the chemical poC{ential of | W) is
more like a variational parameter and does not control the
particle number after the projection. In the following we use
the notation

after __ jafter after — _ after after
ng =Ny /Ny, n"=n""+n", (82)

with N; the total number of sites. Our purpose here is for-
mulating a grand canonical GA that gives results of the ca-
nonical scheme, by imposing Eq. (81).

PHYSICAL REVIEW B 78, 115105 (2008)

If the total spin moment is nonzero, it must be reasonable
to choose the spin-z axis parallel to the global moment so
that 2(S)y=2457)=0. In that case, local xy components,
(870, (S))g, may be finite in general. Then, similarly to the
local-constraint formulation in Sec. II D, xy components of
the local spin moments are renormalized differently from
their z components. The canonical-scheme condition for the
total spin moment restricts the spin-z renormalization factor
to the vicinity of unity, but the other directions are free from
it. We expect that this spin-rotational asymmetric renormal-
ization is a property from the canonical condition and should
exist even in exact calculation. Furthermore, if the total spin
moment is zero and local moments point to various direc-
tions, we have no idea how to choose the z axis. Here, to
avoid such complex1ty, we assume (SA)O (SV>0 0, and as in
the former sections (c],¢;7)o= <011011>0 (c] c] Cig0=0.

A. Condition for fugacity factors

To control the total particle numbers, we need a factor in
the form A, (112 i, namely, the fugacity factors A, do not
have the 51te index. Accordingly, the projected wave function
is defined as [W)=P[W,) with P=IIA{"WN[2(]
~Aygiy).

The formula for {#;,) has the same form as Eq. (9), and
only A, is different, i.e.,

N (1=n;5)
(i) =~ (83)

Note that E; is still site dependent because it contains local
electron densities. By inserting it into Eq. (81), we obtain

1—n;z
Ao —=— Mg = N, (84)

|

In inhomogeneous systems, A, is solved numerically from
Eq. (84) in general. An important point of this uniform
fugacity approach is that the local electron density is also
renormalized as in Eq. (83), and (#;,) # (#i;,)y in general.
When \,, is solved and inserted into Eq. (83), the corrections
to (A;,) are of the second order of intersite contractions as
will be explicitly shown in Sec. IV D.
The local spin-z component is renormalized as

(55 ~ E o) (85)

L]
o
o—+1 —i

where symbols T,| and +1,-1 are interchangeably used.

B. Hopping term

The Gutzwiller renormalization factor of the hopping
term is given by

(cle J,,> No(1=n5)(1 = njz _ 0 (86)
(i) == oo
io’ ]«r 0 =i

Next-order corrections to this formula involve another site,
which may make important contribution for second or third
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neighbor hopping in some systems. Using a;,=(1-\5)(1
—N;5) + N, it is written as

T ay iy = apAnA
<Cncﬁ>”g§%<”iﬂ+2 e B CY
!

—
=
=l

The corrections to \;, and E; affect only from third order
and not relevant to the equation above. Note that a;, goes to
zero in the uniform limit with n*™'=p,.

In the uniform systems by omltting irrelevant site indices

and using R,=n"""/n,, we obtain

R (1- R (1-
bRl Rom)
l—l’la er l—RTnT—Rlnl
R 1_nafter R2
ﬁ?:—”( ) R (89)
1-n, Ao

C. Exchange term with zero total spin-z component and
A=Ay

The general formulas for the exchange interaction term
are too lengthy to present here. Our main interest is in sys-
tems with zero total spin-z component and A=\, which
includes nonmagnetic systems, antiferromagnets, and stripes.
Hence, for simplicity, we restrict ourselves to this case in the
following except for Sec. IV F that treats ferromagnetic sys-
tems. The generalization to nonzero total spin-z component
is straightforward but one has to work with more complexi-
ties.

When A=\ =N\, Eq. (85) is reduced to

A
(89~ =m, (90)

For the exchange interaction term (S;-S;), we take up to
the second order of intersite contractions. Assuming that m;
is small, namely, m;=0(n;;,)=0(4;), we obtain

_S

<SLZ'S4>~ (4mm |nle|2 |nt/i|2 |AU|2 |Ajl|2)

_glj<SZSZ>0? (91)

(SIS + SIS = — g% Rel[mynyiy + ApA ;] = gI(SIST + SIS0,

(92)

lj ]l

where g}, = N(E,E,)"". This is the result of the conventional
GA. However note that if m; is of the order of unity, terms
such as né jom,, Agjmi have about the same order of contribu-
tion as Mg Au’ and formulas above should be modified as
derived below.

D. Beyond the “conventional” GA

When m; ~ n;,, terms neglected in the previous derivation
may grow, and we need to redo the derivation from the be-
ginning. It is known that expectation values by Gutzwiller-
projected states can be written in the form of a linked-cluster
expansion.! The terms we need here includes contribution

PHYSICAL REVIEW B 78, 115105 (2008)

from clusters one site larger than those in the previous deri-
vation.

We relegate detailed derivation to Appendix A, and only
show final results here. The renormalization of the particle
densities is given by

M1 - n =1

=i 1#i —i=1

+2 :)\H {a, [(1=n;)

1#i =il
X |* + nig | Au*1 = aplngg g |* + (1= )| AT},
(93)

Egrzn) =- alTamT|nlml|2 - aziamﬂnzmﬂz + allamT|Alm|2

g (94)

+ alTaml|Aml

where a;,=(1-N\)(1-n,,)+\n,,. The formula for (7,,) is ob-
tained by replacing as < | and A;=-A;. Then, the new
equation to determine \ is given by =(#;,)=N*"". The solu-
tion can be written as A=A +\®, where A is \ deter-
mined by Eq. (84), and \?) is the correction to it represented
by

CH {2

i

Ei_2(1 - ”n)(l - nil)[”ﬁ(l - nil) + nil(l - Vlm)]}_l

A ng(1=n;) +n; (1 =ny)_
xS S A { 1 )+ Vg

i l#i ‘_'l‘—’l =7

—ay[(1=2n;) > = (1= 2n;) A%
—an[(1 = 2n;)ng > = (1= 2n;)|A"] ¢ (95)

Here, every \ is replaced by \*) in the right-hand side. Us-
ing this new A, we can calculate spin terms,

SH=—11- +2m11 ,

=7 1#i ‘-‘l‘—‘l I#i

N
7= = E[au(|nm|2 + A7) = apy(nygy P+ 183%)]
=is
(96)
Nimm; =1
(S5 = (SNS)) = == ’[1 + oo
’ ':i':j »:,»:J
A2
Am; Am;
=, 2
= M T g i 07)
)—4] Hl

Here, \ in the second-order terms can be replaced by A(©).
Note that the contribution that involves a third site / in (S;)
cancels that in (Sij) by the subtraction of <S7)<SZ> There is
no correction of this order for <SXSX+S”S’ ) in Eq (92).

Although several authors’ formulated improved canoni-
cal GAs by taking nearest-neighbor correlations similarly to
ours, our result is different from any of them even if we
neglect the second- and third-neighbor terms. The origin of
this discrepancy is not clear at present.
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E. Antiferromagnets

As an explicit example, we show the formulas for the
square lattice antiferromagnet. For periodic systems, we can
restrict the summation over the site index i to only inside of
the unit cell. In the presence of the antiferromagnetic mo-
ments, n;; between second- or third-neighbor pairs may be
comparable to or larger than that of the nearest-neighbor
pairs. To take into account these terms, we define n,
=x, x> X' A,-J:Aj,:A,A’ ,A”, for the nearest-, second-, and
third-neighbor pairs, and assume these are real numbers. In
addition, n;=ny and n;=ng for A sublattice, n;=n, and
n; =n, for B sublattice, and then m=(n,—ng)/2. By omitting
irrelevant site indices,

n*(1 —ny)(1 - np)

A= (1 - n®)(n - 2n4np)’ (%8)
ay=(1=N)(1-ny) +A\ny, (99)
ag=(1=N)(1-ng) + \ng, (100)

go= - _nzﬁn::: (101)
E=01-n4)(1-ng)+Nn-2n,ng), (102)
E? = _2a,ap)® + (a3 + a3)A?, (103)
ESh=— (g +ap) (X +2a,a5(A"),  (104)
2 == (a2 +a2)(X)* + 2a,a5(A")?, (105)
O 4N
(1 =n,)(1 =ng)(n—2n,np)
x{% EQ + B+ EG) +[aa(1 - 2np)

+ag(1=2n)][= x*+ (A")* + (A")] + [ax(1 = 2n)

+ap(1=2np) TA* = (x')* - (X")z]} oo, (106)

an( o 4ED 4B 4B
<Si> - _ <S > ( ‘_’I;n ‘_’znd ‘_’;rd

=

+M[X2 AZ (X)Z (A,)z

- ()= ("7, (107)

o N2 =@
(SaSE) = (SaNSp) =~ —=5— [” =

—

)\2 4 2
—F(X2+A2){l— ~ (2>\—1)},

—
=
—_

(108)
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where Eq. (108) is for a nearest-neighbor pair. In general,
A;;# Aj; may occur; in that case these equations need modi-
fication with a little more complexities.

F. Ferromagnets

Here, we show a remarkable difference from the local
constraint. That is, ferromagnets are renormalized very dif-
ferently from antiferromagnets in contrast to results by the
local constraint in Sec. II C. For ferromagnetic wave func-
tions without superconductivity, we can set A;=0, and
NY=3 (f;,. Then, in the uniform cases, this Gutzwﬂler
approximation (GA) with the global constraint is equivalent
to the one with the local constraint. Therefore, by setting
m;=m in formulas in Sec. II, we obtain those for the ferro-
magnets,

1 - 2m)? (1+2m)?
<S&SZ> =~ m2 |nle|2 )2 | ljl|2 (1 n )2
(109)
(SfS}“ + S{Sy) g (SXSX + SVS)’)O, (110)
1 1-n
g= T &= (111

“‘”T)(l_nl)’ 1-n,
Many of the formulas derived with the global constraint in
this section contain a,, but it goes to zero in this ferromag-
netic limit. It is consistent with no appearance of a, in the
local-constraint formulation.

In fact, the renormalization for the spin-z component rep-
resented by Eq. (109) is different from the one derived by
Zhang et al.® using a probability argument of the canonical
GA, namely, (SZS~> g‘(Sij}o with g* defined by Eq. (111).
However, we speculate that our result is more reasonable
because spin moment term m? is not renormalized; the ca-
nonical constraint prevents the spin-z component from grow-
ing larger, in contrast to the antiferromagnetic moments,
which are not bound by the canonical constraint. It may be
clearer if we take the limit of small m for Eq. (109),

<S&SZ> =~ m - _l(|ntJT|2 |nlji|2) m + gzj(<S&SZ>0 - mz)s
(112)

and compare with Eq. (91) for antiferromagnets.

G. Effect of Nafter  pybefore

Projections reduce the Hilbert space. Hence, many wave
functions may be equivalent to each other after the projection
even if they are different before the projection. Here, we
demonstrate it explicitly by the particle number projection.
Let us start from uniform nonmagnetic cases. Define two
BCS states,
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W) =TT (g + vicficly 00D, (113)
k

W)y = NV2w,) = H (g +vikefcl 10y, (114)

where N= 2,515 Under the particle number projection Py,

Py[WG) = NV2Py|Wo) o Py|Wo). (115)
Namely, wave functions Py|W,) and Py|W() are equivalent
whereas |W() and |W() are nonequivalent. At a sight, the

quasiparticle excited states of these two BCS states look dif-

ferent because yko does not commute with AV2. However,
» and ¢;_, in 7,“, in fact yield the same state, and thus

PNka|\If0> and Pyy,.|W,) are equivalent, where ;! is a qua-
siparticle operator for |¥).

Therefore, even if the average particle number of |W,) is
not N*" one can make that of |¥) equal to N*** by choos-

ing X to satisfy

2X2|Uk|2

Nafter= )
k- fug? + NJu?

(116)

Then, using |¥}), the GA can be applied with the local con-
straint {iA;,)=(A;,)o- Accordingly, we can use convenient
properties derived in Secs. II and III.

Such a transformation to relate the global constraint to the
local one may be possible also for inhomogeneous systems,
but there seems to be a problem. The particle numbers can be

controlled by fugacity factors II,,\"io’? as Eq. (114). One can

o
choose N, in [W() to satisfy (i;,»=(ii;,)o. Then, ¢ is re-

placed by )\ (172), l’a, as well as ¢, is replaced by )\ 12 %¢;, (in
annihilating the electron, the fugacity factor caused by the
creation should be canceled). Accordingly, |W() is a rather
strange wave function because the quasiparticles may not
satisfy the fermion commutation relation. Then one may
need to redefine a proper quasiparticle set for |¥,). Further-
more, since the quasiparticle operators do not commute with
the fugacity’s operator, definition of the excited states de-
pends on their order, in contrast to the uniform cases.

We have originally speculated that the difference between
the particle numbers before and after the projection may
cause such asymmetry of the spectra as discussed in the latter
part of Sec. III. Let us look again at Egs. (61) and (62). Note
that the electron removal matrix element is proportional to
n;, (density of the io electrons), while the addition is to 1
—n; (density of the empty sites). Nevertheless, it is compen-
sated by the fugacity factor and the renormalization factors
for the removal and the addition are the same. Then, one may
speculate that some asymmetry may appear if we destroy this
balance by changing the fugacity factors. However, accord-
ing to our analysis here, the particle number difference does
not have much effect, and it does not cause any asymmetry at
least in the uniform systems.
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V. SPIN-INDEPENDENT CONSTRAINT

At present, our main interest is in the GAs with spin-
dependent constraints in the former sections because they
seem to be more convenient to investigate antiferromagnets,
stripe state, impurity systems, and so on. However, in sys-
tems with a more complicated spin configuration, the GAs
with spin-independent constraints may be useful. Therefore,
here we work on it, but only take the leading order with
respect to the intersite contractions.

A. Local constraint

A grand canonical GA with a spin-independent constraint,

was introduced by Wang et al.'® In nonmagnetic cases (ny
=n;|), this is identical to the GA with the spin-dependent
constraint in Secs. II and III. However, in magnetic cases, the
results of these two GAs are different. Accordingly, the fer-
romagnetic homogeneous limit'” with the spin-independent
constraint is not equivalent to that of the canonical GA, but
is reduced to the GA for charge-canonical spin-grand canoni-
cal functions explained in the next subsection.

Since the formulas for g’ and g* have been already derived
in Refs. 16 and 17, here we derive them in a slightly more
general form by assuming that (S7) and (S}) are finite. By
replacing \;, by \; in the derivation in Sec. II D and using
S =(S; )y, we obtain

- &i
:'izt’ fiE(l—niT)(l—”il)—|$2’ (118)
né;
N = s 119
(1 —I’li)[ni—zn”nil+2|c§;—|2] ( )
<<CC”TC/U>> - g”” \g”UgJJO" (120)
iotja/0
n(1-n)(1 -n;
I = ) 121
Siio &ln; - 2nin;| + 2|$|2] (121)
)\i /T
(S;) = E<Si>0 =Vg:i{Sos (122)
Iy n;
Vgh = ! , 123
§ ni—2n,¢nil+2|5;r|2 ( )
N, AL
(S;8) = 25 (S Sho=gifSi- S (124
—=i=j

In this case, the derivation of g* is rather simple because S; is
nonzero only when it is operated to states where site i is
singly occupied.'® Note that (S;)II{S;), is automatically satis-
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fied, and there is no complexity appeared in Sec. II D. How-
ever, in this formulation, projected quasiparticle excited
states are not orthogonal for magnetic systems in general.

B. Global constraint: charge-canonical spin-grand canonical
GA

It is possible that a wave function before the projection is
an eigenstate of the total particle number, but not any eigen-
state of the total spin. One can formulate a GA also for such
systems. In this case, the condition to impose is the canonical
condition for the total particle number, X, {A;,)=N?",
namely,

(1 =n;z)
)\E — Ndfter'

i

(126)

it

io

Here, \ does not depend on o. The renormalization formulas
for Sf=0 are the same as those in Sec. IV if A\ is replaced
by \. The generalization to S; #0 is straightforward.

The results for antiferromagnets are equivalent to those in
Sec. IV. The limit to uniform ferromagnets without supercon-
ductivity can be taken by setting A;;=0, N¥“"=3(#,,), and
dropping site indices,!”

_ (I=nzg)(1—n)n
(1 —ny)(n=2nn))’

t

8o

2

g;=(—” ) . (127)
n-2nn;
These are different from our quasicanonical derivation in
Egs. (109) and (110). In fact, in this spin-grand canonical
formulation, g* for ferromagnets is the same as that for anti-
ferromagnets. This discrepancy is explained as follows: If
the wave function before the projection is an eigenstate of
the total spin z, then the renormalization is represented by
Egs. (109) and (110). If not, by Eq. (127). The Gutzwiller
projection tends to magnify spin moments as explained in
Appendix A. However, in the canonical scheme, only xy
components of the spins are allowed to be enhanced because
of the canonical constraint. On the other hand, the spin-grand
canonical case is free from this constraint, and spins are
renormalized more isotropically.

VI. SUMMARY AND DISCUSSION

We have derived various formulas using the grand canoni-
cal Gutzwiller approximation with several different con-
straints imposed by the fugacity factors for inhomogeneous
magnetic systems. The formulation with the local particle
number conservation yields more simple formulas. On the
other hand, the global particle number constraint is more
convenient in comparing with the variational Monte Carlo
(VMO).

In Secs. III, we have discussed the asymmetry of the den-
sity of states. Although the incoherent spectra are not taken
into account in this paper, we speculate that they appear at
much higher energy scale than the coherence peaks. The con-
ventional BCS theory tells us that the quasiparticle excitation
spectra are symmetric between positive and negative bias. In
contrast, with the Gutzwiller projection, some asymmetry ap-
pears. One may think that electron addition is always more
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difficult than electron removal if repulsion between electrons
is strong. However, we doubt if such simple intuition works,
and speculate that the asymmetry depends on the Hamil-
tonian. As a counterexample, we have shown that the pro-
jected s-wave superconductor may have the opposite asym-
metry. Namely, even with the strong repulsion, the addition
spectra can be larger than the removal. We could be able to
consider it in this way. Let us take two (normalized)
Gutzwiller-projected wave functions, |#) and |¢). Suppose
they are the ground states of Hamiltonians, H " and H & Te-
spectively. Furthermore, we assume that |¢) and |¢) are also
excited states of the other Hamiltonian, H b and H J» TESpec-
tively. Then, (¢|c] |1 is an electron addition matrix element
to the ground state of H 4 However, if one takes its complex
conjugate, it is an electron removal matrix element to the
ground state of H . Note that [(¢c;,|¢)|=|(¢|c] |#)]. That is,
if an electron addition matrix element for a Hamiltonian is
small, an electron removal matrix element for a different
Hamiltonian is also small. Therefore, the asymmetry is most
likely determined not only by the projection, but also by the
Hamiltonian.

Our ultimate purpose is to find good variational wave
functions for systems with strong on-site Coulomb repulsion.
Once the fugacity factors are introduced, one projected wave
function can be related to a number of different unprojected
wave functions, each of which is accompanied with fugacity
factors of each definition. Therefore, one should probably
choose a definition of fugacity factors that matches their pur-
pose. We speculate that the projected optimized solution is
similar in any choice of the fugacity factors if the calculation
is done accurately enough.

There may be slight disagreement with the results by Ko
et al. That is, their comparison between the VMC and the
GA seems to say that the GA with the position- and spin-
dependent constraint has larger errors than that with the glo-
bal constraint. However, according to our estimation, the for-
mulation with the position- and spin-dependent constraint
has much smaller errors.

To improve the approximation, one can use techniques of
the series expansion method such as the finite cluster method
for calculating higher-order terms. One can also use the Padé
approximation for extrapolation if necessary, but maybe it is
enough just to neglect small terms without extrapolation.
Since this linked-cluster expansion can be done analytically,
there is a possibility to minimize the energy analytically in
contrast to the VMC.
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APPENDIX A: DIFFERENCE BETWEEN CANONICAL
AND GRAND CANONICAL SCHEME

Suppose |\I’8' ) is an eigenstate of the total particle number
N=3,./;, with N|¥Yy=N|¥}). Then, since [Pg,N]=0,
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NPG|WY) = NPG|W). (A1)
Namely, in the canonical scheme, Pg does not change the
particle number. On the other hand in the grand canonical

scheme, a wave function | W) is not an eigenstate of N, and
the particle number is distributed with the distribution func-
tion,

p(()) - <\IIO|PN|\IIO>
N (W Wo)

where Py is an operator which projects onto terms with par-
ticle number N. Suppose ng) is sharply peaked at a mean
value N, and fluctuation around it is of O(y1/ N) Then,
can be regarded as a wave function almost identical with
|‘I’g ) in the thermodynamic limit. In contrast in the projected
case, the average particle number of Pg| W) is in fact differ-
ent from that of PG|\I’3' ). When N is large, an electron has
more chance to meet another electron on a certain site. In
other words, Pg excludes more states with large N, and thus
the peak position of the N distribution is shifted to a smaller
value. Such distribution change was explicitly estimated by
Edegger et al.'? as summarized below. The distribution func-
tion after the projection,

(Wo|PoPrPG| W)

(Wo|PGPg| W) (42)

PN =

can be related to that before by py= ngR, with

oy = (Wl PPyPc| W)
N — )
(Wo|Py|Wo)
where C is a constant independent of N coming from the
normalization of the wave functions. The GA can estimate g

by the ratio of the relative sizes of the projected and un-
projected Hilbert spaces as

(NL.=Np) ! (N.-N))!
(N, N;=N))!

SN~ , (A3)

where N is the number of lattice sites and N, (N)) is the
number of up (down) spins.

We here discuss renormalization of spins using Eq. (A3).
Since [Pg,S;]=0, if a wave function before the projection is
an eigenstate of (2;S,)% and/or =;57 with eigenvalues S(S
+1),M, respectively, then these quantities are not changed
by Pg. If it is not such an eigenstate, P; may change the
distribution of S,M. If N is fixed, by changing M in Eq.
(A3), one can see that P excludes more states with small M.
As a result, the most “probable” M increases. In fact, Eq.
(A3) correctly reproduce the limit of fully polarized states
(N,=0), which are obviously not affected by Pg. By rotating
spin axes, and repeating this argument for the x,y directions,
we conclude that Pg excludes more states with small S2.
Physically, this can be explained as follows: To make small
S2, electrons have to cancel their spin moments, and then
they have high chance to meet each other on a certain site.
When 82 is large, the spin of an electron tend to orient the
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same direction as those of the other, then electrons prefer to
stay at different sites, and not affected by the projection so
much.

The Gutzwiller projection makes more singly occupied
sites, and local spin moments also tend to be magnified (this
is probably related to an increase in S2). In the canonical
scheme, magnitude of uniform (ferromagnetic) moments are
restricted by the canonical constraint, whereas nonuniform
(e.g., antiferromagnetic, sinusoidal) moments are free from
the canonical constraint and can be enhanced. On the other
hand, in the spin-grand canonical scheme, the total spin-z
component does not have such restriction, and ferromagnetic
moments can be also enhanced (shown in Sec. V B).

APPENDIX B: ELECTRON ADDITION/REMOVAL
MATRIX ELEMENTS

The general expressions of Egs. (67)—(74) are written as

follows using 77;,= 1=, g =n;,(1-n;,)"", and A,
=njny +ALA; (0 )):
<C-PCiP> | nj; agl
—%W \’gf?T m"“]__l__m , (B1)
(P ninj
(¢ Pcl Py nij A
| Sy L)
ninj|
t ot
{c] Pci1P> /T A A lAl! (B3)
(P?) s ’
0 it
\Pci P A A
fePenPlo _ \fa A+ =2l (B4)
< 2 8iir
(P nj|nj;
<CT[IchiT>0 = gy — nj; aila{[gi[ (BS)
(P ! ;)
C: chT n;; ;*
W—zl@”—”m‘"%, (B6)
(P 7j)\ i,
(c] Pl A4 ale;.X; (B7)
2 i >
(P 7|7
X -
<C]lP CiT>0 - A..— al_TAi,A,] (BS)
(P?) /
0 ninjp

APPENDIX C: HIGHER-ORDER TERMS FOR THE
GLOBAL CONSTRAINT

By taking up to the second order of the intersite contrac-
tions, (P2), is represented by
P2 E(Z)
<—>0 ~ 1 + %'
H[ El I<m =1=m

(C1)

Here, Egrzn) contains all the terms of the second order of in-
tersite contractions in (P?),. The division by II,=, cancels
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single site contribution and simplifies the expression. For calculating (n;;), we need

I

<”i7P2>0 A1 - nil)

H,El =i

I<m,#im#i —1=m

=(2)
= n(l + Y ) +2 o {ay [(1 = ;) i + g AP = ag [ g |2+ (1= n;)| A 1713

1#i —i=1

(C2)

By taking the ratio between Egs. (C1) and (C2), and neglecting fourth order terms, contribution from disconnected clusters
disappears. Then, we obtain renormalization of particle densities as Eq. (93).
To determine \?, we use the equation for 1—(7;+7; ), namely,

=)
N, _ pafter _ E (1- ”ml(l - nii) + 2 )\”n(l - nil): nil(l - nn)z :IL
i =i i = 1#i =iF
N
->> ﬁ{au[(l =2m;) || = (1= 2| A1+ ap [(1 = 20;) [y |* = (1 = 2, )| Ay T} (C3)

i l#Fi =il

By replacing N by A\ +\?, zeroth-order term cancels between the left-hand side and the first term of the right-hand side. The
latter also contains A?); in fact, N in the other terms can be negligible because they are multiplied to other intersite

contractions. Regarding A® as the same order as n?_ and A?

ijo

and neglecting high order terms, Eq. (95) is obtained.
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